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Abstract: An attacker phishes victims to get their usernames, passwords, credit card numbers, or other personal information. 

Internet users are at risk from phishing attacks that steal personal data. Protecting against such dangers requires effective 

detection. Machine learning uses data-driven algorithms to detect phishing attempts and find patterns and abnormalities. Using 

the Extra Trees Classifier, the study investigates ensemble-based phishing website detection. A labelled dataset with phishing-

related features trains and evaluates the proposed model. This research utilizes Kaggle’s dataset, which has 89 URL-, content-

, network-, and statistical attributes. These traits help the model distinguish phishing websites from authentic ones. Explore and 

visualize these features to understand data distribution and feature relationships. The dataset is separated into training and 

testing datasets after visualization and used for model training and testing. The model is evaluated using ExtraTrees Classifier 

with 96.68% accuracy, 97.65% precision, 95.58% recall, and 96.6% F1 score. The project introduces a strong online user 

protection method based on machine learning for phishing detection. The project was developed using Google Collab. 
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1. Introduction 

 

The Internet has impacted society in many different ways, such as in business, education, and social interactions. The Internet 

has both positive and negative sides to it. The Internet has changed how people socialize. Social media is now used to connect 

to different kinds of people, but it also contains most of the personal information that could be used for bad purposes. The most 

important aspect of society that the Internet has transformed is the business industry. Tasks once, which were time-consuming, 

are now easily done [15]. E-commerce has grown exponentially, allowing many businesses to reach the global market [16]. 

The increase in the use of social media has enabled many people to start small-scale businesses and easily connect with the 

people they are looking for [17]. It also enabled the use of digital payment, which most people use as they don’t need to carry 

any physical money, and they don’t need to be scared of losing their money or getting their money stolen. However, this also 

created concerns about data privacy and many malicious websites and applications [18]. The increase in the usage of the Internet 
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also leads to an increase in cybercriminals. Malicious websites are websites that tend to steal the users’ private data and use it 

maliciously [19]. Phishing is one of the malicious methods used by cybercriminals to steal the user’s private data and use it to 

exploit money from them or sell those data. Most phishing is done by using a website or a mail that looks trusted and deceives 

the user to enter their details [20]. 

Phishing is one of the most common forms of cybercrime. Phishing is a type of cybercrime where criminals attempt to deceive 

the user into providing their details such as usernames, passwords, credit card numbers and other details. In 2021, globally, 

323,972 internet users fell victim to phishing attacks [21]. In 2022, the most used URL included in phishing email links to 

websites with the ‘.com’ domain at 54% and the next most commonly used domain is ‘.net’ at less than 8.9%. The domains 

‘.com’ and ‘.net’ are the most commonly used domains for any trusted websites, so people don’t think of the websites with 

‘.com’ and ‘.net’ domains as malicious websites and trust them [22]. Still, cybercriminals use this to their advantage and deceive 

people to get their data. Phishing is mostly done by using spam mail [23]. These spam emails are made to look trustworthy and 

make the user click the link, which leads to a website that looks authentic and allows the user to enter their data into the 

website[24].  

There are also other types of phishing, such as whaling, smishing, and vishing. In whaling, the attackers target high-profile 

individuals in an organization, such as executives or CEO. Smishing involves sending fraudulent messages, and vishing uses 

phone calls [25]. All this phishing is done to trick people into getting their personal information. Phishing emails may also 

contain attachments that, when downloaded, will install malware on the device, and the malware will be used to steal the user’s 

data, such as keystrokes [26]. Cybercriminals deceive people to get their details and also deceive them into getting their OTP, 

which is necessary to transfer money using Internet banking [27]. These phishing emails are mostly blocked as spam mail, but 

some emails look so authentic that the AI cannot detect them, so in those cases, it is the responsibility of humans to be aware 

of them [28]. The best way to get tricked by phishing is to become aware of it and learn how to recognize and respond to 

phishing attempts. By understanding the nature of phishing and implementing defence mechanisms, individual people and 

organizations can better protect themselves against these phishing attacks [29]. 

Machine learning has become an important technology in the fight against phishing, particularly in the detection of URLs that 

are phishing [30]. The traditional techniques have shown insufficient ability to keep up with the fast-changing character of 

phishing attacks. Machine learning techniques provide a strong and flexible method that is capable of analyzing various features 

and identifying patterns that signal phishing threats [31]. The machine Learning model’s adaptability allows them to learn from 

new data and change to fit developing phishing techniques [32]. Machine Learning models can achieve great accuracy in 

identifying phishing URLs. Attackers continually develop new evasion techniques, thus making regular updates and 

improvements to the model necessary [33]. Ensemble learning is a very powerful machine learning technique which combines 

the predictions of multiple models to improve the accuracy of the prediction [34].  

Ensemble learning is used because of the idea that by aggregating the predictions of multiple models, ensemble learning can 

perform better than individual models and give us better and more accurate predictions. The way in which the predictions of 

the models are combined is crucial [35]. This can be done in various ways, such as ‘voting’ for classification, ‘averaging’ for 

regression, or using a meta-model to learn how to combine the predictions (stacking) effectively. Using the strengths of every 

model will help to minimize their weaknesses [36]. Ensemble methods are computationally complex, but their ability to 

outperform individual models makes them a better choice for complex problems. As the detection of phishing is a complex 

problem, the ensemble method will perform better than an individual model. One of the ensemble learnings is the ExtraTrees 

classifier, which is an extension of the Random Forest classifier and has a collection of decision trees. Each tree is trained on 

different subsets of the data. It introduces additional randomness in the tree-building process compared to the use of random 

forests [37]. This additional randomness is used to reduce the variance in the model, making it less likely to overfit and thus 

enhancing performance [38]. The ExtraTrees classifier is effective in scenarios where the features have complex interactions. 

ExtraTrees classifier is used for phishing detection due to its high performance and ability to handle large datasets [39]. 

The continuous evolution of phishing methods calls for constant research and development in this field to guarantee that the 

detection systems can detect the newly invented methods and reduce the number of users getting attacked by phishing [40]. 

Users need to have some knowledge about phishing attacks and spam mail so that they can avoid these malicious attacks [41]. 

They should only use links from trustworthy sources and always check if the website is secure or not before giving their details. 

The models can be used to detect phishing attacks, but due to newly updated malicious techniques, the model may not detect 

them, and the model must be updated frequently with new data to overcome this problem. 

2. Objective 

• The goal of developing this model is to detect and classify phishing attacks using URLs. This includes collecting and 

pre-processing data, selecting necessary features, and training and evaluating the model’s performance. 

• The project aims to build a robust model that can accurately detect phishing attempts, thereby enhancing network 

security and reducing the risk of phishing attacks. 

143



 

Vol.1, No.3, 2024  

• Implementing this model in systems will enable real-time detection of phishing attacks, thereby protecting users from 

malicious URLs and potential data breaches. 

3. Literature survey  

Karim et al. [1] focus on developing a hybrid machine-learning model for phishing detection using URLs, addressing the 

increasing threat of phishing attacks in the digital landscape. The study highlights the evolution of phishing since 1996, 

emphasizing its significance as a major cybercrime. The proposed model achieves an impressive accuracy of 98.12%, 

surpassing previous methods. It utilizes techniques like Grid search with cross-fold validation and canopy feature selection to 

enhance performance. The findings underscore the importance of effective phishing detection systems in safeguarding internet 

users. Overall, the research contributes valuable insights to the field of cybersecurity. 

Ali and Ahmed [2] propose a hybrid model for phishing website detection. It combines deep neural networks (DNN) with 

genetic algorithms (GA) to select and optimize website features. The model improves accuracy by using GA to identify the 

most relevant features and their optimal weights, which are then used to train DNNs. Experimental results show significant 

improvements in classification accuracy, sensitivity, and specificity compared to other methods. 

Jibat et al. [3] review the methods used to detect phishing websites. The research covers data mining and machine learning 

techniques published between 2018 and 2021. It examines how algorithms like Random Forest, Naive Bayes, and Support 

Vector Machines are applied, with many achieving over 90% accuracy. While some models perform well, none reach 100% 

accuracy in detecting phishing websites. The study highlights the importance of feature selection and the ongoing need for 

improvements in phishing detection models. 

Zhu et al. [4] introduce a phishing detection model that combines a revised multi-objective evolution optimization algorithm 

(MOE) with a random forest classifier (RF). This hybrid model optimizes feature selection and classification simultaneously, 

improving both detection accuracy and computational efficiency. By addressing multiple objectives, such as maximizing 

detection rates and minimizing false positives, the model offers a more effective solution for identifying phishing websites in 

complex network environments. 

Kara et al. [5] explore the use of machine learning techniques to detect phishing websites by analyzing URL and domain name 

features. The study identifies key characteristics that differentiate phishing from legitimate websites, improving detection 

accuracy. By leveraging various machine learning algorithms, the authors propose a model that effectively identifies phishing 

attempts based on URL structure and domain patterns, contributing to stronger cybersecurity defences. 

Kalabarige et al. [6] present a robust phishing detection framework that integrates hybrid feature selection and a multi-layer 

stacked ensemble learning model. By using boosting techniques, the model enhances classification performance and accuracy, 

effectively distinguishing between phishing and legitimate websites. The hybrid feature selection optimizes the identification 

of relevant features, while the multi-layer stacked ensemble combines various machine learning models to improve overall 

detection capabilities, making it a powerful tool in combating phishing threats. 

Tang and Mahmoud [7] present a phishing detection model that leverages deep learning techniques to identify malicious 

websites. The framework utilizes advanced neural networks to automatically extract and learn features from website URLs and 

associated content, improving detection accuracy. By applying deep learning, the model outperforms traditional machine 

learning methods in recognizing complex phishing patterns, providing a scalable and effective solution to combat phishing 

attacks across various digital platforms and environments. 

Dhinakaran et al. [8] explore the use of ensemble learning techniques to improve cyber intrusion detection systems. The authors 

compare bagging and stacking classifiers, evaluating their performance in identifying security threats. The study demonstrates 

that both methods enhance detection accuracy by combining multiple models, but stacking provides more robust performance. 

This research highlights the potential of ensemble approaches in strengthening cybersecurity measures by detecting complex 

intrusion patterns. 

Yang et al. [9] propose a phishing detection model that utilizes deep learning to analyze multidimensional features of websites. 

By incorporating diverse characteristics such as URL structures, website content, and domain-related information, the model 

improves accuracy in distinguishing phishing sites from legitimate ones. The deep learning framework automates feature 

extraction and learns complex patterns, offering an effective and scalable solution for identifying phishing websites, ultimately 

enhancing online security and user protection. 

Zieni et al. [10] provide a comprehensive review of phishing detection techniques. It categorizes detection methods into three 

approaches: list-based, similarity-based, and machine learning-based. The paper covers the evolution of phishing tactics and 

the importance of detecting phishing websites through URL, content, and visual analysis. Additionally, it discusses the strengths 

and limitations of various methods and highlights research gaps that need to be addressed to improve phishing detection models. 

144



Vol.1, No.3, 2024  

Al-Ahmadi et al. [11] introduce a novel phishing detection model leveraging Generative Adversarial Networks (GANs). The 

model uses the GAN framework to generate synthetic phishing data, which improves the training of phishing detection systems 

by enhancing feature diversity and coverage. By utilizing both the generative and discriminative capabilities of GANs, the 

PDGAN model improves detection accuracy and robustness against evolving phishing techniques, offering an advanced 

approach to strengthen cybersecurity defences. 

Mohanty et al. [12] present a hybrid feature selection technique aimed at improving the prediction of suspicious URLs within 

the Internet of Things (IoT) environments. The proposed model combines different feature selection methods to identify the 

most relevant features, enhancing the detection accuracy while reducing computational costs. By focusing on IoT-specific 

challenges, the model improves the identification of malicious URLs, contributing to enhanced security in IoT networks against 

cyber threats. 

Alsariera et al. [13] introduce a model for detecting phishing websites using AI meta-learners combined with the Extra-Trees 

algorithm. By employing ensemble learning, the authors aim to improve the accuracy and reliability of phishing detection. The 

study analyzes various website features to identify patterns typically associated with phishing. The Extra-Trees algorithm, 

known for its efficiency in handling high-dimensional data, is integrated with meta-learning techniques to boost performance. 

It offers a scalable and effective solution for cybersecurity challenges in detecting phishing threats. 

Wei and Sekiya [14] explore the effectiveness of ensemble machine-learning methods for detecting phishing websites. They 

evaluate the sufficiency of various ensemble techniques, such as bagging, boosting, and stacking, to enhance detection accuracy. 

By analyzing website features and comparing ensemble methods against individual classifiers, the study demonstrates how 

these techniques improve phishing detection performance. The results highlight the potential of ensemble models as reliable 

solutions for identifying phishing threats in real-time cybersecurity applications. 

4. Proposed methodology 

The proposed methodology covers various stages, including data pre-processing, feature engineering, model selection, training, 

and evaluation. Initially, we gathered a dataset from a trustworthy source, encompassing numerous attributes that are indicative 

of phishing websites. These attributes include the length of the URL, the number of special characters, the presence of IP 

addresses within the URL, and other relevant domain-related features. The selection of these features was done with great care, 

ensuring their relevance and potential impact on the model’s ability to differentiate between phishing and legitimate websites. 

During the data pre-processing phase, the dataset underwent multiple transformations to make it suitable for model training. 

This involved addressing any missing values, normalizing numerical features, encoding categorical variables, and possibly 

creating new features that could capture more complex patterns within the data. Subsequently, the dataset was divided into 

training and testing subsets through a stratified approach, preserving the distribution of the target variable across both subsets. 

This step was crucial in preventing data leakage and ensuring that the model’s performance could be accurately assessed on 

unseen data, thereby providing a more reliable evaluation of its generalization capabilities. In the feature selection stage, we 

identified the most significant attributes that contribute to the model’s predictive ability.  

In this approach, the process of selecting features played a significant role, incorporating techniques like recursive feature 

elimination (RFE), assessing feature importance through ensemble methods, and conducting correlation analysis to eliminate 

irrelevant or redundant variables [42]. This ensured that only the most influential features were used for model development. 

These refined features were then employed to train the proposed Extra Trees Classifier, a method that combines predictions 

from multiple decision trees to enhance both precision and robustness [43]. The Extra Trees Classifier was chosen for its ability 

to effectively manage high-dimensional datasets and reduce variance by utilizing bootstrapping and random feature selection. 

The training phase involved applying the Extra Trees Classifier to the training data, allowing the model to identify patterns 

between the input features and the target variable, which classifies websites as either legitimate or phishing. The phase includes 

prediction by voting based on the tree weights [44]. 

This methodology ultimately resulted in a model capable of delivering accurate and reliable phishing detection. After the model 

was trained, it was evaluated on the test set using various metrics, including accuracy, precision, recall, F1-score, and the area 

under the ROC curve (AUC-ROC), to assess its performance. Of particular interest was the accuracy metric, which indicated 

the proportion of correct predictions made by the model out of all predictions [45]. In this project, the model achieved an 

accuracy rate of 96.68%, demonstrating its effectiveness in detecting phishing websites [46]. Additionally, the model’s 

probabilistic outputs, obtained through the predict_proba function, were analyzed to understand the confidence levels of its 

predictions and to explore potential adjustments to thresholds that could improve the balance between precision and recall. To 

further refine the model’s performance, various optimization strategies were considered [47]. These included feature 

engineering techniques such as polynomial feature expansion, the introduction of interaction terms, and the integration of 

domain-specific knowledge that could lead to the creation of new features. Furthermore, ensemble methods like stacking or 

blending, where multiple models are combined to enhance overall performance, were explored [48]. The final model was then 
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deployed in a simulated or real-world environment to evaluate its ability to detect phishing websites in a dynamic and potentially 

adversarial setting [49]. 

The entire methodology was meticulously documented, capturing the rationale behind each step, the challenges encountered, 

and the decisions made to overcome those challenges. This documentation serves not only as a guide for future improvements 

but also provides the transparency and reproducibility necessary for maintaining the scientific rigour of the project [50]. Thus, 

the proposed methodology represents a comprehensive, iterative process designed to develop a highly accurate and reliable 

phishing detection model that can be effectively deployed in real-world applications, ultimately contributing to cybersecurity. 

4.1. Architecture diagram 

Figure 1 shows the utilization of an advanced model known as the Extra Trees Classifier, which enhances the capabilities of 

traditional Decision Trees [51]. This approach was chosen to overcome the shortcomings of the initial Decision Tree model, 

which, while useful in some contexts, tends to overfit when dealing with more complex data [52]. Overfitting often arises when 

a single tree analyzes the entire dataset and evaluates all available features at each decision point [53]. This may lead to learning 

patterns that reflect noise rather than meaningful trends [54]. 

 

Figure 1: Model architecture of ExtraTrees Classifier 

To address these issues, the Extra Trees Classifier uses an approach called extremely randomized trees, where multiple decision 

trees are trained using randomly chosen subsets of the dataset [55]. At each decision node, random splits are made rather than 

selecting the feature with the highest discriminative power, as is typical in traditional decision trees that rely on measures like 

Gini impurity or information gain [56]. This randomness adds a layer of diversity among the trees, helping to reduce correlations 

and making the model more adaptable to fluctuations in the dataset. After training, the model aggregates predictions from all 

the individual trees using a voting process based on individual tree weights for classification problems. This illustrates the 

superiority of ensemble learning techniques such as Extra Trees in managing complex datasets, particularly those associated 

with phishing detection, which often involve noisy and high-dimensional data [57]. 

The Extra Trees Classifier offers several advantages over the basic Decision Tree model, including enhanced resistance to 

overfitting, faster processing due to randomized splits, and the ability to efficiently manage a large number of features. These 

attributes make the Extra Trees model particularly suited for applications in cybersecurity, such as phishing detection, where 

distinguishing between legitimate and malicious sites requires both accuracy and the ability to avoid false positives. 

4.2. Algorithm 

• Load the Phishing Dataset with features related to phishing and legitimate websites. 

• Data Transformation: Standardize and normalize numerical features and encode categorical features. 

• Feature Selection: Select features using RFE 

• Visualize Data: Use scatter plots, correlation matrices, and histograms to explore feature relationships and detect 

outliers. 

• Split Data into training and testing sets, ensuring a balanced distribution of the target variable. 

• Build and Evaluate Model: 

• Choose evaluation metrics like accuracy, precision, recall, and F1-score. 
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• Train the Extra Trees Classifier on the training data. 

• Evaluate the model on testing data using chosen metrics. 

• Generate Predictions: Use the Extra Trees Classifier to predict phishing or legitimate URLs for new data. 

• Evaluate Model Performance: Assess accuracy, precision, recall, F1-score, and AUC-ROC on unseen data. 

• End 

4.3. Formulas 

 

• True Positives are the cases correctly predicted as positive. 

• False Positives are the cases incorrectly predicted as positive 

 

Accuracy represents the proportion of correctly classified instances out of the total instances. It is expressed as a percentage, 

indicating the model’s overall correctness in its predictions. 

 

 

Precision measures the proportion of true positive predictions out of all positive predictions made by the model. It is expressed 

as a percentage, indicating the model’s ability to avoid falsely labelling negative instances as positive. 

 

F1-Score is the harmonic mean of precision and recall, providing a balance between the two metrics. It is a single value that 

considers both precision and recall, making it a useful metric for evaluating the overall performance of a classification model. 

4.4. Existing model 

The decision tree algorithm operates by progressively splitting the data based on various feature values, resulting in a tree 

structure. Each internal node represents a decision point tied to a particular feature, while the leaves of the tree correspond to 

the final predicted class labels. This hierarchical model structure allows for efficient mapping of input features to their 

respective outcomes, making it particularly suitable for simpler classification tasks. However, despite its benefits, the Decision 

Tree model has notable drawbacks, the most significant being its inclination to overfit the training data. Overfitting happens 

when the model becomes overly specific to the training data’s unique characteristics, including noise, thus reducing its ability 

to generalize to new, unseen data. This issue is particularly acute when dealing with more complex, high-dimensional, or noisy 

datasets—conditions that are often present in phishing detection. Although Decision Trees can effectively identify decision 

boundaries, they can also pick up on irrelevant patterns, which leads to underwhelming performance when the model is tested 

on new datasets. 

Furthermore, Decision Trees are deterministic, meaning that at each split, the algorithm selects the most informative feature 

based on metrics like Gini impurity or information gain. While this method may work well for smaller or well-structured 

datasets, it tends to be less effective when faced with larger datasets that contain numerous features, as not all selected features 

are optimal for generalizing. As a result, although the Decision Tree model served its purpose for initial experimentation, it 

struggled to deliver strong results when addressing the complex and ever-evolving characteristics of phishing datasets. The 

Decision Tree model’s vulnerability to overfitting, particularly when working with phishing detection data, led us to explore 

more advanced methodologies. This prompted the transition to an ensemble-based approach, which we determined would be 

better equipped to handle the complexities of phishing detection. 

4.5. Execution 

The implementation was executed with a structured approach, adhering to a well-defined methodology to ensure both precision 

and robustness. The process began with meticulous pre-processing of the dataset, which involved several crucial steps, 

including data cleaning, transformation, and feature engineering. These steps were essential in preparing the data for the model 

by resolving any inconsistencies, standardizing numerical features, encoding categorical data, and crafting additional features 

that could potentially enhance the model’s predictive power. Following this, the dataset was divided into training and testing 

sets to enable an impartial assessment of the model’s performance. 
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The Extra Trees Classifier, an ensemble learning technique known for its effectiveness in handling complex, high-dimensional 

data, was selected for model training. This method was chosen because it excels in reducing variance through the collective 

decision-making of multiple trees. The classifier was trained on the carefully pre-processed data. Upon completing the training, 

the model’s performance was tested on the test set, where it achieved a remarkable accuracy rate of 96.68%, confirming its 

proficiency in identifying phishing websites. 

Throughout the execution process, several evaluation metrics were computed, including precision, recall, F1-score, and AUC-

ROC. These metrics provided a comprehensive overview of the model’s performance, highlighting both its strengths and areas 

where further improvement might be needed. The entire execution phase was thoroughly documented, capturing every decision 

and action to ensure the reproducibility of the project. This detailed execution not only validated the effectiveness of the chosen 

methodology but also demonstrated the model’s practical application in real-world cybersecurity scenarios. 

5. Implementation 

5.1. Data and pre-processing 

This dataset comprises 11,430 entries with 89 features, each representing various characteristics of URLs to aid in identifying 

phishing attempts. The features can be categorized into different types, including those based on length, such as length_url and 

length_hostname, which measure the length of the URL and hostname, respectively. Character count features like nb_dots, 

nb_hyphens, nb_at, and nb_qm count the occurrences of specific characters in the URL, often manipulated in phishing URLs 

to resemble legitimate websites.  

The dataset also includes binary features indicating the presence or absence of specific elements within the URL, such as 

http_in_path, which checks if “http” is present in the path; https_token, indicating an “https” token in an unusual context; and 

punycode, checking if the URL uses punycode encoding. These elements are commonly used in phishing URLs to deceive 

users. Additionally, domain-related features such as domain_registration_length, domain_age, and web_traffic provide 

information about the domain’s characteristics, with phishing domains often being recently registered and having low web 

traffic. Other features include port, tld_in_path, tld_in_subdomain, ratio_digits_url, ratio_digits_host, and more, offering 

further insight into the URL’s structure and composition. The target variable, status, indicates whether a URL is classified as 

“legitimate” or “phishing”.  

During the pre-processing phase, this target variable was encoded into numerical values to facilitate model training, mapping 

“legitimate” to 0 and “phishing” to 1. This transformation makes the categorical target variable suitable for machine learning 

algorithms. Initial data exploration revealed that the dataset does not contain any missing values, ensuring completeness and 

eliminating the need for imputation or removal of entries due to missing data, thereby simplifying the pre-processing workflow. 

To further prepare the data for model training, the feature set was standardized to ensure that each feature contributes equally 

to the model’s performance by scaling the data to have a mean of zero and a standard deviation of one. This step is crucial for 

algorithms like the Extra Trees Classifier, which can be sensitive to the scale of input features. In summary, the pre-processing 

steps involved encoding the target variable, verifying the absence of missing values and standardizing the feature set, ensuring 

the dataset was in optimal condition for training the Extra Trees Classifier model, which subsequently achieved an accuracy of 

96.68% in detecting phishing URLs. 

5.2. Data visualization  

Figure 2 offers a detailed visualization of the relationships between various features in the dataset and the target variable, 

status_encoded. Each point in this plot represents a URL, with colours distinguishing between “legitimate” (encoded as 0) and 

“phishing” (encoded as 1) URLs. Key features illustrated include length_url (the URL’s length), length_hostname (the 

hostname’s length), nb_dots (the number of dots in the URL), and nb_hyphens (the number of hyphens in the URL). 

Observations from this visualization reveal that diagonal plots indicate right-skewed distributions for features like length_url 

and length_hostname, suggesting that most URLs and hostnames are relatively short, with a few significantly longer ones. 

Similarly, features like nb_dots and nb_hyphens also show right-skewed distributions, indicating that most URLs contain fewer 

dots and hyphens.  

Positive correlations are evident in the off-diagonal plots, such as between length_url and length_hostname, suggesting that 

longer URLs often have longer hostnames. The colour-coded points clearly illustrate the separation of classes, showing that 

URLs with higher numbers of dots or hyphens are more prevalent among phishing URLs. This indicates that these features are 

valuable for distinguishing between legitimate and phishing URLs. 
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Figure 2: Pair plot of the URL Dataset 

Additionally, scatter plots highlight clusters of phishing URLs at higher values of nb_dots and nb_hyphens, as well as potential 

outliers, such as URLs with exceptionally high lengths, which may require further analysis. Overall, this pair plot offers 

significant insights into the dataset’s structure, demonstrating how certain features can effectively separate legitimate URLs 

from phishing ones. This supports their use in the Extra Trees Classifier model and aids in understanding data distribution, 

identifying correlations, and spotting outliers, all of which are essential for developing a robust phishing detection model. 

 

Figure 3: Violin Plot of URL by Status 

Figure 3 illustrates the variations in URL lengths for both legitimate and phishing websites. The x-axis classifies the URLs into 

two groups: “legitimate” and “phishing,” while the y-axis represents the URL length. The plot reveals that legitimate URLs 

tend to be shorter and more uniform in length. This is evident from the compact shape of the violin plot on the left. Legitimate 

URLs are mostly clustered around a shorter length, suggesting that legitimate websites typically use concise URLs. The median 

URL length for legitimate websites is indicated by a white dot within the violin plot, further supporting the observation that 

these URLs are generally shorter and exhibit less variation in length. Conversely, the distribution of phishing URLs, shown on 

the right side of the plot, spans a much wider range of lengths. The elongated shape of this violin plot signifies that phishing 

URLs can vary greatly, with some URLs being quite lengthy. This variation suggests that phishing websites often employ longer 

and more complex URLs, possibly to conceal their malicious nature or to better mimic legitimate URLs. The white dot, 

representing the median length of phishing URLs, is positioned higher than that of legitimate URLs, indicating that phishing 

URLs tend to be longer on average. In summary, this plot visually demonstrates the differences in URL lengths between 
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legitimate and phishing websites. The distinct variation in URL length distributions can be a helpful indicator for detecting 

phishing attempts, as longer and more variable URLs are more frequently associated with phishing websites. 

 

Figure 4: Cluster of Feature Correlation 

Figure 4 provides an analysis of the relationships between various URL characteristics, such as the hostname length, URL 

length, number of dots, and number of hyphens. The intensity of the colours signifies the strength and direction of these 

relationships, with dark purple showing strong negative relationships and bright yellow indicating strong positive ones. Some 

key insights include a moderate negative relationship between hostname length and URL length (-0.66) and strong negative 

relationships between hostname length and the number of dots (-0.89) and hyphens (-0.89). This implies that longer hostnames 

are often associated with shorter URLs that have fewer dots and hyphens. On the other hand, the URL length has a strong 

positive relationships with both the number of dots (0.93) and hyphens (0.93), suggesting that longer URLs generally contain 

more dots and hyphens. Furthermore, there is a perfect positive relationship (1) between the number of dots and hyphens, 

indicating that URLs with more dots tend to also have more hyphens. This map clearly shows how these URL features are 

connected, offering valuable insights for evaluating and identifying potential phishing URLs. 

  
Figure 5: Conditional KDE plot of URL Length and Number of Dots by Status 

Figure 5 provides a nuanced visualization of the relationship between URL length and the number of dots within a URL, 

categorized by their status as legitimate or phishing. This plot serves as an essential tool in understanding the subtle differences 

and overlaps between these two categories. The KDE contours demonstrate that while legitimate and phishing URLs share 

some common characteristics, they diverge significantly in certain aspects. Legitimate URLs predominantly cluster around 

shorter lengths with fewer dots, suggesting a more straightforward structure typical of genuine websites. In contrast, phishing 

URLs display a broader and more dispersed distribution, particularly extending into longer URL lengths with a higher number 

150



Vol.1, No.3, 2024  

of dots. This pattern suggests that phishing URLs often adopt more complex and elongated structures, potentially as a tactic to 

obfuscate their malicious intent and avoid detection by users and automated systems. 

 

Figure 6: Distribution of URL status 

Figure 6 displays the distribution of URLs categorized as either legitimate or phishing. The count for each category is 

approximately equal, with both legitimate and phishing URLs numbering around 5,500. This balanced distribution suggests 

that the dataset used for this analysis provides an even representation of both types of URLs. A dataset like this is particularly 

valuable for training machine learning models, as it minimizes the risk of bias towards one category. Consequently, the model 

is better equipped to accurately differentiate between legitimate and phishing URLs in practical applications. This balanced 

dataset serves as a strong foundation for conducting further analysis and building effective detection mechanisms. 

5.3. Training 

The training phase of this project was pivotal in developing a robust model capable of accurately detecting phishing websites. 

During this phase, the pre-processed dataset, which had been carefully curated to include the most relevant features, was used 

to train the Extra Trees Classifier. This ensemble learning algorithm was chosen for its ability to handle high-dimensional data 

and its resilience to overfitting, achieved by aggregating the predictions of multiple decision trees. The model was trained on 

the training set, with hyperparameters such as the number of trees, maximum depth, and minimum samples per split 

meticulously tuned to optimize performance. To ensure that the model generalized well to unseen data, cross-validation 

techniques were employed, allowing the model to be evaluated across different subsets of the data. This approach helped in 

fine-tuning the model and ensuring that it did not just memorize the training data but rather learned the underlying patterns that 

differentiate phishing from legitimate websites. The result was a well-calibrated model that demonstrated high accuracy and 

reliability when applied to the test data, reinforcing the effectiveness of the training process. 

6. Results and Discussion 

In this paper, we chose Python to develop our CatBoost Classifier model. The proposed model was run and evaluated on 

Windows 11 with AMD Ryzen 7 5800x, 32 GB RAM, RTX 3060 Ti using Jupyter using Python language. Jupyter Notebook 

is a powerful software used for training machine learning models, and using big datasets is better in Jupyter Notebook. The 

dataset is used to train the proposed ExtraTrees model.  

The dataset is also used to train multiple models such as Decision Tree, AdaBoost, Bagging, and RNN and is compared with 

the ExtraTrees model. The model is validated using a tested dataset. The proposed model detects and classifies whether the 

website is legitimate or phishing. The model is evaluated using parameters including Accuracy, Average Precision, Average 

Recall, and Average Recall. The model is also evaluated using the ROC Curve. A Learning Curve is used to compare training 

accuracy and validation accuracy.  
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Table 1: Comparison of Result Metrics 

 

 

 

 

 

 

 

Table 1 provides a comparative analysis of various machine learning models used in phishing detection, evaluated on four 

performance metrics: Accuracy, Precision, Recall, and F1-Score. The models tested include Decision Tree, AdaBoost, Bagging, 

Recurrent Neural Network (RNN), and ExtraTrees. The ExtraTrees model yielded the highest accuracy of 96.68%, with a 

Precision, Recall, and F1-Score of 97.65%,95.58% and 96.6%, respectively, demonstrating its robustness and efficiency in 

detecting phishing URLs. Among all the models, ExtraTrees consistently outperformed the others, showcasing its superior 

capability in this domain. 

 

Figure 7: Confusion Matrix of ExtraTrees Model 

Figure 7 is the confusion matrix of the proposed model. In statistical classification and machine learning, the confusion matrix 

is an invaluable instrument for assessing the performance of a classification model. In addition to allowing you to view the 

frequency with which your classifier is accurate, it also enables you to observe the different kinds of mistakes that it produces. 

For a binary classification problem, the confusion matrix is a 2x2 table with four possible outcomes, i.e., True Positive, True 

Negative, False Positive and False Negative. Confusion matrix can be used to calculate accuracy, precision, recall, specificity, 

F1 Score, False Positive Rate and False Negative Rate. 

 

Figure 8: Precision-Recall Curve of Extra Trees Model 

Model Accuracy Precision Recall F1-Score 

Decision Tree 92.73% 92.78% 92.51% 92.65% 

AdaBoost 95.13% 95% 95.16% 95.08% 

Bagging 95.5% 96% 94.8% 95.43% 

RNN 95.42% 95.34% 95.40% 95.37% 

ExtraTrees 96.68% 97.65% 95.58% 96.6% 
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Figure 8 is the Precision-Recall Curve generated for the model. The precision-recall curve is a graphical representation of the 

model’s precision and recall score. The precision-recall curve is a very useful method to evaluate the performance of a 

classification model. The precision-recall curve is created by plotting the precision of the model against the recall for different 

thresholds used by the model to make predictions. If the area under the curve (AUC) is high, it means that the model is highly 

accurate. If the AUC is low, it means the model is not doing very well. The AUC is 0.99 in this graph, which is very close to 1, 

suggesting excellent model performance. 

 

Figure 9: ROC Curve of ExtraTrees Model 

Figure 9 is an ROC Curve generated for the model. The Receiver Operating Characteristic (ROC) curve is a graphical plot used 

to assess the performance of a binary classification model. It illustrates the trade-off between the True Positive Rate (TPR) and 

False Positive Rate (FPR) at various threshold settings. The area under the curve is 0.99, which is close to 1, indicating excellent 

classification performance. 

 

Figure 10: Learning Curve of Extra Trees Model 

Figure 10 is a learning curve which indicates the performance of the model in the training phase and validation phase. The 

learning curve shows how the model performs on the training set and validation set as the size of the dataset changes. The 

validation score is near the training score, which shows that the model performs well even with new data. 

7. Conclusion 

Phishing detection is an important feature of cybersecurity, especially given the increasing amount of assaults that target naïve 

people via malicious URLs. Phishing websites are becoming increasingly sophisticated, necessitating the use of artificial 

intelligence (AI) to detect and prevent assaults. The development of an AI-based phishing detection system necessitates the 

collection of a dataset that includes the characteristics of URLs linked with phishing and authentic sites. To overcome this issue, 

the ExtraTrees Classifier is presented in this work. The model is trained using a dataset that includes URL length, domain 

information, special character counts, and other phishing-related variables. The model is trained using a training dataset; finally, 
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the proposed approach was evaluated in steps with accuracy, precision, recall and f1-score. The ExtraTrees Classifier achieved 

impressive results (accuracy = 98.75%,precision = 97.5%, recall = 95% and F1-score = 96.2%). Phishing assaults are a major 

problem due to their ever-changing nature. Current machine learning algorithms for phishing detection frequently fail to adapt 

to new cybercriminal techniques. As a result, there is an urgent need to create better-trained models that can successfully detect 

and neutralize phishing threats. 
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